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ABSTRACT

The proliferation of Internet of Things (IoT) technologies and smart infrastructure in educational environments has
given rise to the concept of smart campuses, which leverage data from various sensors and systems to optimize
operations, security, and academic services. However, the vast volume of heterogeneous data collected poses
significant challenges in terms of labeling and effective utilization for analytics. In this context, semi-supervised
learning (SSL) emerges as a promising approach that combines a small amount of labeled data with a large pool of
unlabeled data to improve learning accuracy.

This manuscript presents a comprehensive exploration of semi-supervised learning frameworks for smart campus
analytics, emphasizing how these models can bridge the gap between data abundance and limited human annotation.
It begins by detailing the architecture of smart campuses and the data sources involved—such as surveillance systems,
RFID-based attendance tracking, energy usage meters, and student interaction logs. Following a literature review of
contemporary SSL techniques—including pseudo-labeling, graph-based methods, and consistency regularization—
the study proposes a novel hybrid SSL framework combining graph convolutional networks (GCNs) with self-training

to handle smart campus datasets effectively.
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Fig.1 Semi-Supervised Learning,Source([1])

Methodologically, a simulation study is conducted using synthetic and real-world datasets from an anonymized

university smart campus environment, focusing on three primary use cases: student performance prediction, facility
usage optimization, and anomaly detection in energy consumption. Statistical analysis, including precision, recall,
and Fl-score comparisons with fully supervised and unsupervised models, is provided in tabular form. Results
demonstrate that the proposed semi-supervised approach achieves superior performance with limited labeled data,
ensuring efficient and scalable campus analytics.

The conclusion underscores the transformative potential of SSL in educational analytics and suggests directions for
integrating federated learning and privacy-preserving methods to safeguard sensitive student data. This research
contributes to the growing field of AI-driven campus management and offers practical implications for educational
institutions aiming to enhance operational intelligence with minimal annotation cost.
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INTRODUCTION

Smart campuses are digitalized academic environments where technologies such as IoT, artificial intelligence (Al), cloud
computing, and data analytics converge to improve educational delivery, resource management, and student well-being.
These campuses generate vast amounts of multimodal data, from surveillance footage and Wi-Fi logs to classroom attendance
and energy consumption. The challenge lies in processing and learning from this data efficiently, especially when most of it

lacks human-labeled annotations due to time, cost, or privacy constraints.

Attribution-NonCommercial-NoDerivatives 4.0 International (CC BY-NC-ND 4.0)


https://www.google.com/url?sa=i&url=https%3A%2F%2Fwww.geeksforgeeks.org%2Fmachine-learning%2Fml-semi-supervised-learning%2F&psig=AOvVaw19dhBoC-BCAiFbBphApazh&ust=1754164385752000&source=images&cd=vfe&opi=89978449&ved=0CBUQjRxqFwoTCIDD8duy6o4DFQAAAAAdAAAAABAE

International Journal of Advanced Research in Computer Science and Engineering (IJARCSE)
ISSN (Online): request pending
Volume-1 Issue-1 || Jan-Mar 2025 || PP. 16-23

Search strategy Selection procedure Informa'tlon
extraction
A A A
4 N\ r ) 4 N
ACM Digital 178
Library Semi-supervised Text

Classification

302 1794

IEEE Xplore articles

Science Direct

Rejected

Springer articles

Fig.2 Frameworks for Smart Campus Analytics,Source([2])
Semi-supervised learning (SSL) has emerged as a viable solution that operates between supervised and unsupervised learning
paradigms. It uses a small set of labeled data alongside large volumes of unlabeled data to improve model generalization and
robustness. In smart campus scenarios, SSL is particularly useful for tasks such as student behavior modeling, resource
allocation, and security monitoring, where full annotations are impractical or unavailable.
This paper investigates the use of SSL frameworks for smart campus analytics, focusing on their applicability, performance,
and potential integration within the smart campus ecosystem. A new hybrid model combining graph-based learning with
pseudo-labeling is introduced and evaluated across simulated campus datasets to demonstrate real-world feasibility and
benefits.
LITERATURE REVIEW

The concept of smart campuses has evolved significantly over the past decade. Chen et al. (2019) described smart campuses
as cyber-physical systems that collect data from devices embedded in the campus infrastructure to improve decision-making.
Traditional machine learning models applied in such environments rely heavily on labeled datasets, which are often costly
to produce.

Recent advances in SSL have led to models that use fewer labels without compromising accuracy. Zhu and Goldberg (2009)
first formalized the SSL problem, highlighting its promise in domains with abundant unlabeled data. Variants such as self-
training (Scudder, 1965), co-training (Blum & Mitchell, 1998), and transductive learning (Joachims, 1999) were among the
early contributions. More recent techniques include consistency-based SSL (e.g., FixMatch by Sohn et al., 2020) and graph-
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based models such as Graph Convolutional Networks (Kipf & Welling, 2017), which have proven effective in relational data
settings.
In educational data mining, applications of SSL remain under-explored. Ferreira et al. (2021) demonstrated that SSL could
improve early warning systems in e-learning platforms. However, few studies target the broader scope of smart campus data,
especially considering its multimodal and spatiotemporal nature. This study seeks to fill that gap by adapting and simulating
SSL models specifically designed for heterogeneous, partially labeled campus data.
METHODOLOGY
Objective
To design and evaluate a semi-supervised learning framework that improves smart campus analytics using a limited set of
labeled data and abundant unlabeled data, across tasks such as:

1. Student performance prediction

2. Facility usage optimization

3. Energy anomaly detection
Data Collection
The dataset consists of anonymized logs from a mid-sized smart university campus comprising:

e Attendance data via RFID readers

e  Energy consumption logs from smart meters

e Facility access via card readers

e  Wi-Fi session logs for presence detection

e  Academic performance records
The dataset contains approximately 100,000 samples, with only 10% labeled (e.g., academic outcomes, room labels, or
anomaly indicators).
Proposed Framework
We propose a hybrid SSL architecture combining;:

1. Graph Convolutional Networks (GCNs): Used to represent relational structures in student and facility networks

(e.g., shared class attendance, building proximity).
2. Self-training with Pseudo-labeling: Initial GCN predictions are iteratively used to label unlabeled data with high-
confidence predictions.

The model is trained using a weighted loss function that balances labeled and pseudo-labeled data. Regularization ensures
model consistency across perturbations in the input space.
Training Protocol

e  Train-validation split: 70-30 for labeled samples

e Evaluation on separate test set (unlabeled + manually labeled subset)

e  Optimizer: Adam, learning rate 0.001

e Epochs: 100

e Confidence threshold for pseudo-labeling: 0.9

STATISTICAL ANALYSIS
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To evaluate the performance of our SSL model, we compare it with fully supervised (trained only on labeled data) and

unsupervised (clustering-based) models across three tasks.

Task Model Type Precision Recall F1-Score
Student Performance Prediction Supervised 0.74 0.70 0.72
Unsupervised 0.53 0.58 0.55
SSL (Proposed) 0.81 0.77 0.79
Facility Usage Optimization Supervised 0.69 0.65 0.67
Unsupervised 0.60 0.56 0.58
SSL (Proposed) 0.78 0.74 0.76
Energy Anomaly Detection Supervised 0.72 0.68 0.70
Unsupervised 0.59 0.61 0.60
SSL (Proposed) 0.85 0.80 0.82
Task

Fig.3

The proposed semi-supervised model consistently outperforms baseline models across all metrics.
SIMULATION RESEARCH
The simulation is conducted in a controlled Python environment using PyTorch Geometric for GCN implementation and
Scikit-learn for performance metrics. The synthetic campus environment mirrors realistic conditions:
o Simulated classes and student enrollment data with partial grade availability
e  Smart meter logs with injected synthetic anomalies (spikes, missing values)
e Room access patterns for facility load simulation
Use Case 1: Student Performance Prediction
e Features: attendance, Wi-Fi usage, previous term grades
e  SSL predicts final grade categories (A/B/C/D/F)
e  Model accuracy improved by 10% over supervised baseline

Use Case 2: Facility Usage Optimization
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e Goal: Predict future room occupancy

o  SSL uses unlabeled entry-exit logs, labels derived from verified scheduling logs

e Prediction accuracy assists in dynamic HVAC scheduling
Use Case 3: Energy Anomaly Detection

e  Features: time-series energy data

e Anomalies are defined as outliers compared to historical patterns

e SSL flags 18% more true anomalies than unsupervised clustering
The simulation validates the robustness of the SSL approach in noisy, high-dimensional smart campus environments.
RESULTS
The semi-supervised learning framework demonstrated significant advantages:

e Achieved 10-15% performance improvement in F1-score over supervised learning using just 10% labeled data

e Showed robustness in imbalanced class scenarios, particularly in anomaly detection

e Reduced labeling cost and manual effort without compromising accuracy

o  Efficient graph modeling of relational data (students-courses-facilities) enabled better context-aware predictions
The architecture also exhibited scalability and generalizability across multiple tasks. With increasing volumes of unlabeled
data, SSL’s performance scaled more effectively than supervised baselines.
CONCLUSION
This research illustrates the viability and efficiency of semi-supervised learning frameworks in the domain of smart campus
analytics. By leveraging limited labeled data with extensive unlabeled records from IoT systems and student interaction logs,
SSL enables educational institutions to gain actionable insights with reduced annotation cost.
The proposed hybrid model integrating graph convolutional networks with self-training strategies significantly improved
predictive performance across student academic forecasting, facility usage optimization, and energy anomaly detection.
Compared to conventional supervised or unsupervised methods, the SSL approach provided better generalization and
robustness, especially in complex, high-dimensional campus environments with sparse labels.
Statistical analysis affirmed the effectiveness of SSL in enhancing precision and recall across various tasks, demonstrating
its utility in both classification and anomaly detection problems. The simulation study further emphasized the model’s
practical applicability in real-world smart campus scenarios. Notably, SSL’s reliance on relational information—like shared
class enrollments and room access networks—enabled deeper learning from latent patterns that traditional models often
overlook.
While the benefits are substantial, challenges remain. These include handling noisy pseudo-labels, tuning confidence
thresholds, and ensuring model interpretability. Future research should explore federated SSL approaches that preserve data
privacy across departments and campuses. Moreover, integrating explainable Al (XAI) components into SSL frameworks
would enhance trust and adoption in educational settings.
In conclusion, this study contributes to the growing body of knowledge in smart education systems by demonstrating that
semi-supervised learning is not only a theoretical construct but a practical, scalable solution for intelligent campus
management. As smart campuses continue to evolve, SSL frameworks will likely become central to enabling efficient, data-

driven decision-making with minimal human supervision.
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Privacy is another critical consideration in educational environments. Although this study anonymized all datasets and
operated in a controlled simulation environment, the real-world deployment of SSL systems must adhere to ethical guidelines
and legal frameworks, such as FERPA or GDPR, depending on jurisdiction. Future research should explore the incorporation
of privacy-preserving machine learning techniques such as differential privacy or federated semi-supervised learning to
enable compliant, decentralized model training across institutions.

Furthermore, integrating explainability into SSL frameworks is vital for fostering trust among stakeholders—particularly
educators and administrators who may be unfamiliar with complex machine learning pipelines. Explainable Al (XAI)
modules can help clarify how predictions are made, which features contribute most to outcomes, and where potential biases
may lie.

In conclusion, the findings of this research affirm that semi-supervised learning is a highly effective and efficient
methodology for smart campus analytics. By bridging the gap between data availability and label scarcity, SSL empowers
educational institutions to make more informed, data-driven decisions while optimizing operational costs. As the landscape
of smart education continues to evolve, SSL frameworks will likely become a cornerstone of intelligent campus management,
enabling a future where learning environments are not just connected, but contextually aware, responsive, and self-

improving.
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