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ABSTRACT

The advent of quantum computing poses significant threats to classical cryptographic schemes, prompting the
development of post-quantum cryptographic (PQC) algorithms believed to resist quantum attacks. However, the
resource constraints inherent to Internet of Things (IoT) devices—limited processing power, memory, and energy—
pose challenges to the deployment of PQC. This manuscript investigates the performance characteristics of four
representative PQC algorithms (NTRU, Ring-LWE, FALCON, and SPHINCS+) when implemented on a typical low-
power loT platform. We developed implementations optimized for an ARM Cortex-M4 microcontroller running at
120 MHz and evaluated execution time, memory utilization, and energy consumption under varied parameter sets.
Statistical analysis of repeated trials quantifies each algorithm’s mean performance and variability. Simulation
studies using Contiki-NG’s Cooja emulator further validate real-world applicability under constrained network
conditions.

The rapid advances in quantum computing and multi-qubit operations have highlighted the vulnerability of RSA and
ECC to Shor’s algorithm (Shor, 1994). To address this, NIST’s PQC standardization effort has identified lattice-based
and hash-based schemes as primary candidates (Chen et al., 2016). Yet, few studies systematically assess their
practical performance on constrained IoT endpoints. Our work fills this gap by linking low-level microbenchmark
measurements with system-level network simulations. We instrumented hardware power sensing via a precision
current shunt and integrated our code within Contiki-NG under IEEE 802.15.4 (IEEE Std 802.15.4-2020), enabling
direct measurement of handshake latency, packet fragmentation effects, and battery-life projections.

Our findings reveal clear trade-offs: lattice-based algorithms (NTRU, Ring-LWE) exhibit lower latency (<100 ms)

and energy per operation (<6 mJ) with moderate RAM usage (=50 KB), whereas SPHINCS+ minimizes memory at
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the expense of higher computation time (<200 ms), energy (<8 mJ), and increased network retransmissions. FALCON
achieves a balanced profile but relies on floating-point support, impacting energy efficiency. One-way ANOVA
confirms statistically significant differences across all metrics. By integrating empirical and simulated results, we
provide actionable guidelines for selecting and tuning PQC in diverse IoT scenarios, and outline directions for
hardware acceleration and hybrid cryptographic frameworks that reconcile quantum-secure protection with

stringent resource constraints.
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Fig.1 Post-Quantum Cryptographic Algorithm,Source([1])
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INTRODUCTION
The proliferation of Internet of Things (IoT) devices across industrial, healthcare, and consumer domains underscores the
necessity of robust end-to-end security. Traditional cryptographic primitives such as RSA and ECC underpin current secure
communication protocols (e.g., TLS, DTLS), but their mathematical foundations are vulnerable to quantum adversaries
employing Shor’s algorithm [1]. To mitigate this impending threat, international standardization bodies (e.g., NIST) are
evaluating candidate PQC algorithms intended to replace or augment legacy schemes [2].
IoT endpoints, however, present stringent constraints: microcontrollers typically operate at clock speeds below 200 MHz,

with on-chip RAM often under 512 KB and power budgets measured in milliwatts. PQC algorithms—many relying on high-
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dimensional lattice operations or large hash trees—can stress these limited resources. A systematic performance evaluation

is therefore critical to determine algorithm suitability for real-world IoT deployments.
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Fig.2 Post-Quantum Cryptographic Algorithm Performance on loT Devices,Source([2])
This work addresses the following research questions:
1.  What are the execution time, memory footprint, and energy consumption profiles of selected PQC algorithms
when implemented on a representative IoT microcontroller?
2. How do these performance metrics vary with algorithm parameter choices aligned to standardized security
levels?
3. Which trade-offs emerge between computational overhead and security margin in typical IoT scenarios?
To answer these questions, we implement NTRU, Ring-LWE, FALCON, and SPHINCS+ on an ARM Cortex-M4 platform,
instrument the code to measure cycle counts and power draw, and perform extensive trials. Statistical analysis summarizes
mean performance and variability. Additionally, simulation in Contiki-NG’s Cooja emulator evaluates protocol-level
interactions under realistic wireless channel models. The insights gained inform guidelines for selecting and tailoring PQC
on [oT devices moving toward quantum-resistant ecosystems.
LITERATURE REVIEW
Post-quantum cryptography research spans several paradigms: lattice-based, code-based, multivariate, and hash-based
schemes. Lattice-based cryptosystems like NTRU and Ring-LWE leverage hard problems in ideal lattices, offering
comparatively small key sizes and fast operations. Bernstein et al. demonstrated optimized Ring-LWE implementations on
desktop architectures [3], while recent work by Alkim et al. ported these to 32-bit microcontrollers with mixed success [4].
Hash-based signature schemes, notably SPHINCS+, provide quantum-secure signatures without number-theoretic
assumptions, but require large signature sizes and deep Merkle trees. Comprehensive FPGA implementations by Hiilsing et

al. achieved acceptable throughput, yet RAM usage remains a bottleneck [5]. FALCON, a lattice-based signature derived
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from NTRU lattices, uses floating-point computations to produce compact signatures, as illustrated by Du et al. in their ARM
implementation [6].
Evaluations of PQC on constrained hardware reveal stark contrasts. Addo et al. compared key exchange times of XMSS
(hash-based) versus Kyber (lattice-based) on Cortex-M boards, finding Kyber more efficient in time but using more RAM
[7]. However, most studies focus on single metrics or desktop environments, lacking a unified analysis of time, memory, and
energy across multiple schemes in an IoT context. Moreover, few investigations integrate simulation to account for network-
level interactions such as packet loss or retransmissions affecting protocol efficiency.
Our study extends this corpus by delivering a holistic performance profile—covering all three key metrics—of four diverse
PQC candidates under standardized security parameters. By combining empirical measurements with simulation, we bridge
the gap between algorithmic evaluation and system-level applicability.
METHODOLOGY
3.1 Hardware and Software Platform

e  Microcontroller: ARM Cortex-M4 (STM32F407) at 120 MHz, 192 KB RAM, 1 MB Flash.

e Development Environment: GNU Arm Embedded Toolchain (gcc-arm-none-eabi), optimization level -O3.

e Power Measurement: Inline current shunt resistor (0.1 Q) with differential amplifier, sampled at 1 kHz using an

ADC.

e  Emulator: Contiki-NG’s Cooja, with TI CC2538 motes configured at 32 MHz and 64 KB RAM.
3.2 Algorithm Implementations
Reference implementations of NTRU (parameter set ntruhps2048509), Ring-LWE (Kyber-512 level), FALCON (n=512,
0=1.17), and SPHINCS+ (sha256-128s) were ported to the target platform. Optimizations included:

e Fixed-point arithmetic for lattice operations where applicable.

e  Memory pooling and stack allocation to minimize heap fragmentation.

e Inline assembly for critical loops (e.g., schoolbook polynomial multiplication).
3.3 Experimental Procedure
For each algorithm:

1. Key Generation: 20 independent runs.

2. Encryption/Signature: 50 runs of key encapsulation or signature generation.

3. Decryption/Verification: 50 runs.
Cycle counts were recorded via the DWT CYCCNT register. Energy consumption per operation was computed by
integrating current draw over execution time. Memory usage (peak RAM and flash) was extracted from the linker map file.
3.4 Statistical Treatment
For each metric, we compute mean (M) and standard deviation (SD) across trials. One-way ANOVA tests assess whether

performance differences between algorithms are statistically significant (a=0.05).

STATISTICAL ANALYSIS
Algorithm | Execution Time (ms) (M &+ SD) | Peak RAM (KB) (M = SD) | Energy Consumption (mJ) (M £ SD)
NTRU 120.5 +10.2 483 +3.1 5.6+0.7
Ring-LWE 98.2+8.7 527+2.8 48+0.5
FALCON 1357+ 12.5 60.1+4.4 62+0.9
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SPHINCS+ 200.4 +15.3 36.9+£2.5 8.1=x1.1

Table 1: Mean (M) and standard deviation (SD) for key cryptographic operations on ARM Cortex-MA4.
ANOVA results indicate significant differences in execution time (F(3,196)=45.6, p<0.001), memory usage (F(3,116)=32.4,
p<0.001), and energy consumption (F(3,196)=29.1, p<0.001).
SIMULATION RESEARCH
To evaluate system-level impacts, we integrated each PQC algorithm into a DTLS-like handshake within Contiki-NG’s
Cooja. The handshake sequence comprises: client hello, server hello with PQC key exchange, client key confirmation, and
encrypted application data.
5.1 Simulation Setup
e Network Topology: Linear chain of five motes under IEEE 802.15.4, 2.4 GHz.
e Channel Model: UDG with interception range of 50 m, background noise at -100 dBm.
o Traffic Pattern: Periodic telemetry: 100-byte payload every 60 s.
e  Metrics Monitored: Handshake latency (ms), packet retransmissions, battery lifetime (simulated with 100 mAh
capacity).
5.2 Procedure
Each PQC-enabled DTLS handshake was repeated 100 times per algorithm. Packet-level logs captured round-trip times
(RTT) and retransmission counts. Energy impact on node lifetime was extrapolated by summing active-transmit and idle
listening currents based on CC2538 datasheet values.
5.3 Observations
e Handshake Latency: Ring-LWE reduced average handshake time by 20% compared to NTRU. FALCON’s
handshake was comparable to NTRU, whereas SPHINCS+ increased latency by 65%.
e Retransmissions: SPHINCS+ incurred 1.8x more retransmissions due to larger signature sizes fragmenting across
frames.
e Battery Lifetime: Extrapolated lifetimes: NTRU (135 days), Ring-LWE (145 days), FALCON (128 days),
SPHINCS+ (115 days).
These results highlight that bandwidth-heavy signatures adversely affect reliability and energy budgets in lossy wireless
environments.
RESULTS
Empirical measurements and simulations converge on several key insights:
1. Latency vs. Memory Trade-Off: Ring-LWE achieves the lowest latency (98 ms) but requires moderate RAM (52
KB). SPHINCS+ minimizes RAM yet suffers high latency (200 ms), making it less suitable where timing is critical.
2. Energy Efficiency: Lattice-based schemes (NTRU, Ring-LWE) consume less energy (<6 mJ per operation),
prolonging battery life relative to hash-based SPHINCS+.
3. Protocol-Level Impacts: Large signature sizes of SPHINCS+ degrade network reliability under fragmenting
conditions, leading to increased retransmissions and reduced node lifetime.
Overall, no single algorithm uniformly optimizes all metrics; choice depends on application priorities. For time-sensitive
telemetry, Ring-LWE is preferred. For memory-scarce nodes, SPHINCS+ may be viable if latency is tolerable. FALCON

serves as a middle ground but mandates hardware floating-point support.
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CONCLUSION

This manuscript presents a comprehensive performance evaluation of four leading PQC algorithms on resource-constrained
[oT hardware. Through combined empirical testing and network simulation, we quantify execution time, memory footprint,
energy consumption, and protocol-level impacts. Our findings elucidate clear trade-offs: lattice-based schemes excel in speed
and energy but demand moderate RAM, while hash-based SPHINCS+ conserves memory at the expense of latency and
reliability. FALCON offers balanced performance conditional on floating-point availability.

These insights equip practitioners to align PQC selection with IoT application requirements—whether prioritizing low
latency, minimal memory usage, or resilience in lossy networks. Future research should explore hardware acceleration (e.g.,
ARM CryptoCell), dynamic parameter tuning, and hybrid schemes combining lightweight key exchange with compact
signatures to further optimize PQC for the IoT landscape.
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