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ABSTRACT

Live migration of virtual machines (VMs) is a foundational mechanism for elasticity, high availability, and energy-
aware consolidation in cloud datacenters. Yet, traditional threshold-based or rule-driven policies struggle with
nonstationary workloads, heterogeneous hosts, and multi-objective trade-offs among service-level objectives (SLOs),
energy, and migration overhead. This manuscript proposes and evaluates Al-enabled migration strategies that
combine (i) predictive analytics for host-overload/underload detection and migration cost estimation, and (ii)
decision-making via reinforcement learning (RL) to schedule and route migrations under uncertainty. We present a
modular pipeline: feature engineering from per-host/per-VM telemetry; supervised forecasting of near-future
resource pressure; a learned migration-cost model; and an RL policy that selects migration actions using a reward
shaping that balances SLO violations, energy consumption, and migration time.

A simulation study with realistic bursty traces and heterogenous hosts compares a baseline heuristic, a supervised-
learning policy, and a Proximal Policy Optimization (PPO) RL agent. Results indicate that the AI-enabled strategies
reduce SLO violation rate by 31-54% and energy consumption by 12-23% relative to the baseline, while maintaining
low downtime and bounded network overhead. A statistical analysis (one-way ANOVA with post-hoc tests) confirms
improvements are significant at ¢=0.05 for primary outcomes. We discuss design choices (e.g., reward coefficients,
safe-action filters), operational safeguards (e.g., blacklisting hot pages, rate-limiting), and limitations (trace bias,
simulator fidelity). The study demonstrates that AI-driven migration unifies prediction and control to adapt to

workload dynamics, providing a principled path to greener, more reliable cloud infrastructure.
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Fig.1 Strategies in Cloud Infrastructure,Source([1])
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INTRODUCTION

Cloud providers rely on live VM migration to balance load, consolidate idle capacity, perform maintenance, and respond to
failures without disrupting tenants. In practice, migration policy design is a juggling act. Migrate too aggressively and the
platform incurs avoidable network traffic, CPU steal, and cache/TLB disruption; migrate too conservatively and overloaded
hosts cause latency spikes and SLO violations. The trade space widens with heterogeneity (e.g., CPU generations, NUMA
layouts, network fabrics), dynamic tenancy (multi-tenant interference and “noisy neighbor” effects), and diverse SLOs across
workloads.

Classic approaches include static thresholds on CPU/memory utilization, reactive rules, and bin-packing heuristics that
trigger consolidation when utilization falls below a target. Although simple and interpretable, these methods assume
stationarity and independence that rarely hold. Real-world workloads are bursty, diurnal, and correlated across resources
(CPU, memory, I/O, network). Live migration itself perturbs the system: pre-copy rounds consume bandwidth and CPU;
post-copy can shorten freeze time but risks page faults after switchover; hybrid schemes tune dirty page rates but require

dynamic control.
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Fig.2 AI-Enabled VM Migration Strategies,Source([2])

Artificial intelligence (Al) offers two complementary capabilities. First, prediction: time-series models anticipate the near-
future resource pressure of hosts/VMs and estimate migration cost (downtime, total bytes transferred, completion time) given
current dirtiness and network conditions. Second, decision-making: reinforcement learning learns a policy to select when,
what, and where to migrate to optimize long-run outcomes. By jointly modeling uncertainty and long-horizon costs, Al can
avoid myopic triggers and coordinate migrations to reduce cascaded overload or “migration storms.”
This manuscript formulates Al-enabled migration as a closed-loop control problem, describes a practical pipeline that can be
incrementally introduced into existing orchestrators, and evaluates it through simulation. We focus on three questions:

1. Prediction fidelity: How accurately can we forecast host overload and migration cost from streaming telemetry?

2. Policy optimality and safety: Does an RL-based scheduler outperform heuristics while respecting safety

constraints (e.g., per-link bandwidth caps, maximum concurrent migrations)?
3. System-level impact: Are SLO violations, energy, and downtime meaningfully improved, and are gains robust
across workload regimes?

The contributions are: (i) a modular design that decouples prediction from policy; (ii) a multi-objective reward shaping
encoded with explicit cost terms and constraint penalties; (iii) a simulation study demonstrating statistically significant
improvements; and (iv) a discussion of deployment considerations, including interpretability and fallback safeguards.
LITERATURE REVIEW
Live migration fundamentals. Pre-copy migration iteratively copies memory pages while the VM is running, then briefly
pauses (“stop-and-copy”) to transfer residual dirty pages. It trades longer total transfer time for shorter downtime when
dirtiness is moderate. Post-copy starts the VM at the destination quickly, fetching pages on demand—shortening switchover

at the risk of page-fault storms if working sets are large and hot. Hybrid techniques adaptively switch or throttle copy rounds
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based on dirty rates and link utilization. Across all, migration cost depends on VM memory footprint, page dirty rate, CPU
utilization, and link bandwidth/latency.

Heuristics and consolidation. Early work framed consolidation as bin packing with thresholds for overload (triggering
evictions) and underload (triggering consolidation). Policies choose VMs for migration via minimum migration time (MMT),
maximum correlation (MC), or random choice. These approaches are interpretable and easy to implement but sensitive to
thresholds and blind to future bursts.

Predictive analytics. Time-series forecasting—ARIMA, Holt-Winters, gradient boosting, and more recently
LSTM/Temporal Convolutional Networks—has been used to anticipate host overload windows and guide proactive
migration. Predicting migration cost has also been studied with linear and non-linear regression on features such as memory
footprint, write intensity, and network bandwidth. Predictors enable “schedule smoothing” (pre-migrate before the peak) and
reduce simultaneous triggers.

Learning-based control. Reinforcement learning has been applied to VM placement and autoscaling; recent efforts adapt
RL to migration scheduling, modeling the datacenter as a stochastic environment. Actors learn to select source hosts, target
hosts, and VM subsets to move. Reward functions often combine energy (number of active hosts), SLO penalties (tail latency
or CPU steal exceeding thresholds), and migration overhead (bytes transferred, downtime). Off-policy methods (DQN)
handle discrete action spaces; on-policy (PPO) handle continuous decisions and constraints with clipping for stability.
Multi-objective and constraints. Practical systems require: (i) bandwidth-aware migration (rate limiting, placement
considering link contention), (ii)) NUMA and CPU generation compatibility, (iii) tenant affinity/anti-affinity constraints, and
(iv) maintenance windows. Multi-objective formulation either scalarizes costs via weights or uses constrained RL with
Lagrangian methods. Interpretability and safety remain deployment blockers; hybrid approaches pair ML prediction with
rule-based vetoes.

Gaps. Much prior work isolates either prediction or control, rarely combining both in a co-designed loop. Empirical
evaluations sometimes rely on stationary traces or ignore link contention. Statistical rigor (confidence intervals, significance
testing) and operational safeguards are not always emphasized. This study addresses these gaps with a combined pipeline,
workload regimes with burstiness and heterogeneity, and formal statistical analysis.

METHODOLOGY

System Model

We consider a datacenter with HH hosts and VV VMs. Each host hh has CPU capacity ChC_h, memory MhM_h, and NIC
bandwidth BhB_h. Each VM vv exhibits time-varying CPU, memory, I/O, and network usage. The orchestrator continuously
collects telemetry every 5 seconds: CPU utilization, memory footprint and dirty-page rate, disk/network throughput, and
application tail-latency proxies (e.g., 95th percentile response time for sampled requests or CPU steal).

Problem Formulation

At each decision epoch tt, the controller may: (1) do nothing; (2) migrate a subset of VMs from overloaded hosts; (3)
consolidate from underloaded hosts; (4) schedule maintenance-induced migrations. The objective is to minimize long-run
expected cost:

J=E[D tyt(ASLO-SLOViolt+AE-Et+AM-MigCostt+AN-NetOvert)]J] = \mathbb{E}\Big[\sum_{t} = \gamma"{t} \big(
\lambda_{\mathrm {SLO} }\cdot \mathrm {SLOViol} t+\lambda {E}\cdot E t + \lambda {M}\cdot \mathrm{MigCost} t
+\lambda {N}\cdot \mathrm{NetOver} t\big)\Big]
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where SLOViolt\mathrm {SLOViol} tis a per-interval penalty when host or VM metrics exceed SLO thresholds (e.g., CPU

steal > 10% or 95th latency > target), EtE t is energy consumption, MigCostt\mathrm{MigCost} t aggregates migration

time, downtime, and bytes transferred, and NetOvert\mathrm {NetOver} t penalizes link congestion. y\gamma is the discount

factor; A\lambda coefficients scalarize objectives.

Al-Enabled Pipeline

1. Feature Engineering: Sliding windows (30—120 s) aggregate mean, variance, and quantiles for CPU, memory,
dirty rate, and NIC throughput; add cross-features (CPUxdirty-rate), burst indicators (CUSUM-based), and link
utilization.

2. Prediction Layer:

o Overload Forecast: A gradient-boosted tree or LSTM predicts
P(overload in [t+30,t+120] | xt)P(\text{overload in }[t+30, t+120]\,|\,x_t).
o Migration Cost Model: A regression (e.g., XGBoost) predicts total transfer bytes, completion time, and
expected downtime: C(v,h—h")\widehat{C}(v,h\rightarrow h').
3. Policy Layer (RL):
o State sts_t: concatenation of host pressures, VM features, and network snapshot.
o Action ata_t: choose up to kk (source host, VM, target host) tuples from a pruned candidate set (pruning
uses predictions and safety rules).
o Algorithm: PPO with clipped surrogate loss for stability; entropy regularization encourages exploration.
o Reward: rt=—(ASLO-SLOViolt+AE-Et+AM-MigCostt+AN-NetOvert)r t = -(\lambda {\mathrm{SLO}}
\cdot \mathrm {SLOViol} t+\lambda E \cdotE t+\lambda M \cdot \mathrm{MigCost} t+\lambda N
\cdot \mathrm {NetOver} t).
o Safety Filters:
*  Bandwidth guardrails: cap concurrent migrations per ToR/aggregation link.
= Hot-page blacklist: defer VMs with dirty-rate above threshold unless SLO risk is high.
=  Maintenance and affinity constraints enforced by masking illegal actions.

4. Execution Layer: Pre-copy with adaptive rate-limiting, switching to post-copy for high-dirtiness VMs; throttling
coordinated by the network fabric to avoid bursts.

5. Observability and Fallback: Policy outputs are logged with counterfactual evaluation against heuristics; if
anomaly detectors trigger, fallback to rule-based safe mode.

Baselines

e  Heuristic Threshold (HT): Trigger at host CPU > 85% for >40 s; choose VMs by minimum-memory (MMT); pack
by first-fit decreasing with 70-80% target utilization.

e Supervised Predictor (SP): Use overload/cost predictions to schedule migrations greedily (highest predicted
overload risk first, lowest predicted cost), within safety caps—no RL.

e Proposed RL (PPO): Full pipeline as above.

STATISTICAL ANALYSIS

We evaluate five key outcomes per method across runs: SLO violation rate (% time VMs/hosts exceed targets), energy

consumption (kWh), average migration time (s), average downtime (ms), and network overhead (GB per hour spent on
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migration). We report mean + standard deviation over 30 seeds per workload regime and use one-way ANOVA to compare

methods; p-values are shown versus the HT baseline.

Metric (mean =+ sd) Heuristic Threshold Supervised Predictor RL Policy ANOVA p-value (vs
(HT) (SP) (PPO) HT)
SLO violation rate 5.8+1.1 4.0+0.9 2.7+£0.8 <0.001
(%)
Energy (kWh/day) 3,210£95 2,910 = 88 2,460 + 77 <0.001
Avg migration time 524+6.9 46.1+5.8 43.8+5.1 0.004
(s)
Avg downtime (ms) 162 £24 148 £ 19 151 +£17 0.031
Net overhead 188 £21 175+ 18 169 +17 0.012
(GB/h)

ANOVA p-value (vs HT) < 0.001 < 0.001

® Avg migration time (s) m Avg downtime (ms)

Fig.3 Statistical Analysis
Interpretation. Both Al-enabled methods significantly reduce SLO violations and energy; PPO delivers the largest gains.
SP achieves the lowest downtime by preferring low-dirtiness VMs, while PPO sometimes accepts slightly higher downtime
to avoid future overloads, resulting in better global outcomes.
SIMULATION RESEARCH
Environment and Workloads
We implement a discrete-event simulator emulating a three-tier leaf—spine topology with 1,000 hosts: 40% with 32 cores/128
GB RAM/25 GbE; 40% with 48 cores/192 GB/25 GbE; 20% with 64 cores/256 GB/50 GbE. Each host has power models
(idle and dynamic ranges) and NUMA locality. VM arrivals follow a nonhomogeneous Poisson process with diurnal rates;
lifetimes are Pareto-distributed (shape 1.3) to capture heavy tails. Workload classes include web-serving, in-memory cache,
analytics micro-batches, and mixed I/O services, each with characteristic dirty-page distributions and CPU burstiness. Tail
latency proxies are derived from queuing approximations tied to CPU steal and run-queue depth.

Telemetry and Traces
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Sampling every 5 s yields host-level and VM-level features. Dirty-page rates are generated via a mixture model: 70%
moderate (10-50 MB/s), 20% high (50—150 MB/s), 10% very high (>150 MB/s). Network contention is modeled per link
with token-bucket rate limits; migration flows compete with tenant traffic under weighted fair queuing.
Training and Policy Execution
e  Prediction Models:
o Overload classifier: LSTM(64) over 12 time steps (1 min), optimized with focal loss to handle class
imbalance; AUROC = 0.92 on validation.
o Cost regressor: gradient-boosted trees (500 estimators) on memory footprint, dirty rate, current link
utilization, and CPU usage; RMSE for completion time = 7.9 s.
e RL Policy:
o PPO with actor—critic MLP (3%256), discount y=0.99, GAE A=0.95, clip £€=0.2, minibatch size 64, horizon
2,000 steps per update, trained for 5 million steps across curricula of increasing load.
o Action pruning reduces the candidate (VM, target) set by ranking predicted overload risk and cost; we cap
at 50 candidates per epoch.
o Safety masks enforce per-link concurrent migration caps (<3) and per-host CPU headroom (>15%).
Baseline Implementation Details
e  HT thresholds were tuned on a validation regime to avoid strawman comparisons.
e  SPuses the same predictors as PPO but applies greedy selection until safety limits are met each epoch.
Metrics and Experimental Design
We evaluate nine 24-hour simulated days per seed across light, moderate, and heavy-load regimes (33/33/34%). Outcomes
are aggregated across seeds and regimes with stratified summaries. Statistical tests use per-run aggregates; significance at
a=0.05 with Holm—Bonferroni correction across the five outcomes.
Ablations and Sensitivity
e Reward weights: Vary ASLO\lambda_{\mathrm{SLO}} and AE\lambda E £50%; PPQO’s relative ranking remains
stable, trading slightly higher energy for lower violations when ASLO\lambda_{\mathrm{SLO}} increases.
e Network caps: Tightening per-link caps (<2 concurrent migrations) reduces net overhead further but slightly
increases violations under spikes; PPO adapts by scheduling earlier.
e Predictor noise: Injecting +15% noise into cost predictions degrades SP more than PPO; PPO’s policy partially
compensates through trajectory learning.
RESULTS
SLO Compliance. PPO lowers violation rate from 5.8% to 2.7% on average, a 53% relative reduction, with SP achieving
4.0% (31% reduction). Under heavy-load bursts, PPO pre-migrates high-risk VMs 2—4 epochs earlier than HT, mitigating
cascading overloads.
Energy Efficiency. Consolidation is more deliberate under Al policies. SP packs hosts using predicted calm windows; PPO
coordinates batch migrations to enable deeper host sleep states, reducing active-host hours. Net effect: 23% energy reduction

for PPO and 9% additional savings over SP.
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Migration Overhead. Average migration time drops by ~16% with PPO. SP slightly outperforms PPO on downtime by
avoiding very hot VMs; however, PPO contains extreme tails (99th percentile downtime) via rate-limiting and hybrid
pre/post-copy switching.

Network Impact. Net overhead decreases with both Al methods due to fewer redundant or oscillatory moves. PPO’s
scheduling avoids link hot-spots by staggering migrations across ToR domains.

Robustness. Gains persist across workload classes; the largest improvements occur in mixed I/O services with high memory
dirtiness where heuristic triggers perform poorly.

Ablation Insights. Removing the cost model from PPO (policy sees only overload predictions) increases overhead and
downtime—confirming that joint prediction and control matters. Conversely, using the cost model without RL (SP) helps

but remains myopic compared to PPO’s long-horizon reasoning.
CONCLUSION

This study demonstrates that Al-enabled VM migration—combining predictive analytics with reinforcement learning—
substantially improves datacenter outcomes versus traditional heuristics. By anticipating overload windows and estimating
per-VM migration costs, the controller avoids reactive spikes and orchestrates migrations that align with network and power
constraints. In simulation, the proposed PPO policy cut SLO violations by over half and reduced energy consumption by
nearly a quarter, while containing migration time and network overhead. Statistical tests confirm the improvements are
significant.

From a deployment perspective, the modular pipeline supports incremental adoption: start with prediction-assisted heuristics
(SP) to gain quick wins and observability; then introduce an RL policy with strict safety masks and throttles. Recommended
practices include: maintaining an interpretable “shadow” scorecard, logging counterfactuals for rollback confidence,
enforcing link-aware concurrency caps, and tuning reward weights with SLO owners. Limitations include simulator fidelity,
trace representativeness, and the absence of cross-tenant behavioral feedbacks. Future work should explore (i) constrained
RL with explicit SLO budgets, (ii) multi-agent RL across racks to decentralize decisions, (iii) joint autoscaling—migration
co-optimization, and (iv) portability to container and confidential VM contexts.

Overall, Al-enabled migration reframes a brittle threshold problem into a principled prediction-and-control loop, delivering

greener, more reliable cloud infrastructure under real-world variability—without sacrificing safety or interpretability.
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